Convergence of Random Variable
¢ Y, BY:Ve>0, P([Yn—Y|>e) >0

o Yo BY: P(Yn <y)=Fy,(y) > Fy(y) = P(Y <y)

w.p.1

o Yo Y (Yo "B Y): P({w: Yaw) - Y(@)}) =1

o Vo By E[Ya —YIP] =0

LLN and CLT
on XX, #n = %Z?:lw—;, Elzn] = E[X] = p.

o 1,
o LLN: (S) Z, “3' p (assume 02 < +00); (W) Zn 2 p
o CLT: (2, — p)/(c/v/n) % N(0,1) (assume p,0? < +00)

DTMC

e Def: P(Xn+1 = j|Xn = l', Xn—l =Tn—1,"" ) = P(’L,j)

o P(Xpti=2Tmti,t € [n]| Xi=uz4,1€[m]) =
[Ty P@m+i—1,Tm+i); Pn(2,y) = P(Xmin =y | Xm = )
depends on z,y,n

e C-K Eqn: Pm+n(ivj) = Zkex Pn(i7 k)Pm(kyj)

e Stationary: 7P =7

e Irreducible: i <> j for all 4,5 € X (Uniqueness)

e Aperiodic: period:=gcd{n : P,(i,7) > 0} =1 (Converge)
Irreducible+-aperiodic @ = aperiodic DTMC

e Stopping time: A stopping time 7T is a r.v. with values in
NU {400} s.t. the event {T" = m} is determined by Xo_,

e Strong Markov Property: Let T be a stopping time for the
MC {Xp,n > 0}. Then the MC regenerates at time T, i.e.,
P(X74i,i €] | T=m,X; =;,i€ [m]) =
ITi—1 P(®m+i—1,%Tm+s) [The M property holds for r.v. T

e Passage Time: T, = inf{n: X, =z}

e Recurrence and Transience: Let {X,,n > 0} be a MC on a
countable state space X. A state x is
— recurrent: P*(Ty, < o0) = 1; transient: P%(T; < o0) < 1
— positive recurrent: E*[T;] < 400 (No escape to +00)

— null current: P* (T, < o) =1, E*[T;] = +o0

e Thm: Consider a DTMC on a state space X and x € X.

— z recurrent = P*(X,, =z for oo n’s) =1
— a transient= P*(X, = x for co n’s) =0

— x recurrent < > Py(x,x) = o0

e Thm: Let {X,,n > 0} be a pos. recurrent and irreducible MC.

For x € X, let N be the number of visits to state  up to time
n. Then there exists a unique stationary distribution 7, and for
any « € X and initial y € X,

. w.p.1
nll)moo Ny /n =7 m(x);

if the MC is null recurrent, then there is no stationary
distribution and for all z € X’ and initial y € X,

. w.p.1
lim NZ/n 8" 0
n—o0

e Ergodic Thm: Let {X,,n > 0} be a aperiodic, pos. recurrent
and irreducible MC. Then there exists a unique stationary
distribution 7 and

lim P(X, =z | Xo=y) =n(z) z,y€X.
n—0

The claim holds for any aperiodic, finite and irreducible MC,
since finite + irreducible = pos. recurrent.

e Time Reversible: The reverse process of a station. MC
follows the same prob. law: P*(i,5) = P(i,j) for all 4,5 € X
e Thm(Detailed Balance Eqn): For a pos. recurrent and
irreducible MC, assume 7(j) > 0Vj € X, e"m = 1, and
mi P(i,j) = m; P(j,1) for all 4,5 € X. Then 7 is the station.
distribution of this MC, and the process is time-reversible.

CTMC

Basic Structure

e Def: A CTMC defined on a countable state space X is a family
{X(¢t),t > 0} of X-valued r.v.’s s.t. for all ¢,s > 0,
P(X(t+s) =xt4+s | X(u) = zu,u € [0,8]) =
P(X(t+ s) = xi4+|X(s) = xs)

e Holding Time: 7; is exponentially distributed with v; > 0;
instantaneous: v; = co; absorbing: v; =0

e Trans. Prob.: 37, ,, P;j =1foralli€ X

e Embedded Chain: The DTMC with the same trans. prob.

e Trans. Rate: q;; = v; P;j, Zj;éi qij = Zj;ﬁi ViPij = Vj

o C-K Eqn: P;;(t+h) =3 cr Pir(h)Py;(t)

Birth and Death Process

® v =X+ i, Piit1 =X/ Ai+p1)=1—P; i1

Aol Py g, Ro= (14 3002, 2nmtid) -1

e Lin. Grow. with Immig. A\, =n\+0, un =np

e Yule (X(0) =1): Ap =nX, P(XC0_ | T, <) = (1 — e )i,
Plj(t) — e—At(l _ 8—>\t)j—17 Pij(t) — C’;:%e*”i(l _ eAt)jfi

e Epidemic with prob. ah + o(h): A\, = n(m —n)a, n < m-1

e Limit: P, =

The Kolmogorov Differential Equation
=P = vy im0 % =qij Vi#i
o Pij(t+h) — Pij(t) = Xp; Pin(R)Pyj(t) — [1 — Py (h)] Py (t)
h—0= P;j () = P kP (t) — viPyj(t) (Backward)
o Pij(t+h) — Pij(t) = > p; Pir(t)Pyj(h) — [L — Pj; (h)] Py (t)
h—0= ng (t) = Zk;éj Pik(t)q}cj - VjPij (t) (Forward)
e Forward Eqn regularity holds in B&D and finite-state

(] limtg,o

Limiting Probability

e Prop: A CTMC is irreducible iff so is its embedded chain

e Prop: A state x is recurrent/transient iff it is so in the
embedded chain (but not for pos./null recurrent)

e Prop: For an irreducible CTMC, all states are transient, pos.
recurrent or null recurrent, and always aperiodic.

e Limiting distribution: for any initial : € X,
Pj =lim; o0 + [ 1({X(s) = j|X(0) = i})ds w.p.1

e Thm: Let {X(t),t > 0} be an irreducible and pos.recurrent
CTMC, then the limit distribution is unique:

Pj = E[r;]/E’[T;] = 1/(v; B’ [T}]) > 0 Vj € X.
Moreover,
t141>n<}o Pij(t) = P; Vi, j € X.
If the CTMC is null recurrent or transient, then P; = 0 for all
JjEeX.

e Prop: For an irreducible and pos.recurrent CTMC with
limiting distribution P, ), P;P;; = P; for all j € X. So P is
also called stationary.

e Thm: If {X(t),t > 0} is an irreducible CTMC with a
pos.recurrent embedded chain, then the limiting probability P is
unique and given by P; = (w;/v;)/ (32, mi/vs) for all j € X,
where 7 is the station. distribution of the embedded chain. If
> mi/vi < 400, then P; > 0; o.w., P; = 0.

e Balance Eqn: v; P; = 3, Piqij, Zj P;j=1

e Thm: An irreducible CTMC is pos.recurrent iff the balance
equation has a prob. solution P, which is the limiting prob.

o M/M/1: Py = (\/w)"(1—Mp), A< pu

Time Reversibility

e Prop: The reverse process of a irreducible CTMC with limiting
P is also a CTMC with the same P:

P(X(t—s) = j|IX(t) =4, X(y),y > t) = P(X(t—s) = j|X(t) = J)

e Trans. prob. and rate P, = (m;Pj;)/m;,
ai; = viP; = (vimj Pji) /m;
mj/mi = (v P;)/(viPi) = Pigj; = Pjqji

e Time Reversible: q;‘j = ¢i;, or P;q;j; = P;jqj; (Detailed BE)

e Thm: For an irreducible and pos. recurrent CTMC. Assume P
is a prob. solution to P;q;; = Pjqj;. Then P is the limiting
prob. and the chain is time-reversible. (Note: DBE=- BE)

e Prop: An ergodic B&D is in steady state time reversible

e Corr: The output of M/M/s with A < su is Poisson(\)

e Prop: A t.r. chain with limiting P, that is truncated to the set
A C X and remains irreducible is also t.r. and has limiting
prob. P4 = P;/(3c4 Pj) for j € A

e M/M/1 with space N: P; = (\/u)? /[N (A /1))

Uniformalization

e v; = for all i € X, then {N(t),¢ > 0} is Poisson(v)

o Pyj(t) = X5l P(X() = jIX(0) =4, N(t) = n) P(N(t) =
n|X(0) = i) = 232 Pe vt 4"

® Define CTMC with P, =1 —v;/v (i = j) or viPy;/v (i # j)

Commonly Used Distribution

Distr. Mean Var pdf cdf
Uniform (a, b) %(a +b) % (b—a)? ﬁ =
Binomial (n, p) np npq CkpFqn=F
Geo (p) 1/p 1—p/p q"'p 1—gq"
Poisson (\) A A (Ake=2) /k!
Exp () 1/A 1/72 e~ 2@ 1—e A



